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Background and Motivation
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Related Work

• Research on mining user reviews [Carreo2013,Guzman2014]
• Mining features from user reviews
• Sentiment-based preference analysis

• Research on mining application descriptions[Hariri2013]
• Clustering-based feature extraction
• Association rule-based feature recommendation
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Proposal
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Feature 1 2000 1500 500
Feature 2 100 100 0
Feature 3 500 130 370
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Feature Identification

• A Clustering-Based Method

• Generate clusters (categories): doc2vec + density-peak 

• A collocation finding algorithm for identifying features

• Topic Modeling-Based Method
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Associate features with User Reviews

•word2vec for producing word embedding 

• Train a neural network model 

• quantify and categorize semantic similarities between words
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Sentiment Analysis

• Train a sentiment classifier based on

• Lexical evidence

• Syntactic structure

• Semantic dependency
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Evaluation Plan

• RQ1. To what extent can the topic modelling-based method and 
the clustering-based method respectively extract features of a 
category of software applications from the unstructured 
descriptions?

• RQ2. To what extent can the word2vec method associate user 
reviews with previously identified features?

• RQ3. To what extent can our proposal accurately classify 
sentiments of user reviews?

• RQ4. Whether software companies can benefit from our 
approach and would like to adopt it?
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Evaluation Plan

• Data collection
• 5,000+ applications from app store
• 1,000,000+ user reviews
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Conclusions and Future work

• A research preview about a data driven user preference 
elicitation approach

• Methods for filtering useless information from application 
descriptions
• Syntactic templates for feature extraction
• Effective visualization algorithms
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